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Abstract

Recent multimodal foundation models are primarily trained on English or high
resource European language data, which hinders their applicability to other medium
and low-resource languages. To address this limitation, we introduce Chitrarth
(Chitra: Image; Artha: Meaning), an inclusive Vision-Language Model (VLM),
specifically targeting the rich linguistic diversity and visual reasoning across 10
prominent Indian languages. Our model effectively integrates a state-of-the-art
(SOTA) multilingual Large Language Model (LLM) with a vision module, pri-
marily trained on multilingual image-text data. Furthermore, we also introduce
BharatBench, a comprehensive framework for evaluating VLMs across various
Indian languages, ultimately contributing to more diverse and effective Al systems.
Our model achieves SOTA results for benchmarks across low resource languages
while retaining its efficiency in English. Through our research, we aim to set
new benchmarks in multilingual-multimodal capabilities, offering substantial im-
provements over existing models and establishing a foundation to facilitate future
advancements in this arena.

1 Introduction

With the success and demonstrated effectiveness of Visual instruction tuning [Liu et al.,|2023]2024],
recent years witnessed a surge of interest in developing general purpose multimodal conversational
agents. These unified foundation models excel at algorithmic reasoning and generic perception tasks
like image captioning, visual question answering, text-based image retrieval, etc. [Lu et al.,[2024al
Laurencon et al., [2024b), [Tong et al.| [2024, | Xue et al., 2024f], and more specialized frameworks,
for instance, converting Scalable Vector Graphics (SVGs) to code [Rodriguez et al.,2023]. Often,
these models rely on pre-trained Large Language Models (LLMs) [Brown et al., 2020, [Touvron
et al.}[2023a}, |Achiam et al.| [2023| |Chiang et al.| [2023| [Touvron et al., [2023b} (Gemini et al.| 2023
Jiang et al., [2024} |(Gemma et al.| 2024, |Dubey et al.,|2024] as the transformer [[Vaswani et al., 2017]
backbones, primarily trained on English or high resource European languages.

This work is driven by two main motivations: 1. Language diversity gap: Most Vision Language
Models (VLMs) are predominantly trained on English datasets, overlooking the linguistic needs of
non-English languages, particularly from the Indian subcontinent. 2. Lack of low resource language
benchmarks: Absence of corresponding VLM benchmarks hinders the progress for these low resource
Indic languages. We aim to address these issues through our research and serve a broader audience,
encompassing billions of people.

Few LLMs have been developed specifically for Indic languages [Gala et al., [2024, [Labs, 2023,
Balachandran, [2023], [Kohli et al.l 2023]], most of which extend and fine-tune text-only English-
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centric LLMs. Naturally, they fail to fully capture the nuances of the language with an exception
of models like [Krutrim| 2024] |Bendale et al.| 2024]], trained from scratch. Our model builds
upon the recent success of Krutrim LLM [Krutriml [2024]], which supports English and 10 other
languages including Hindi, Bengali, Telugu, Tamil, Marathi, Gujarati, Kannada, Malayalam, Odia,
and Assamese, representing a significant portion of the cultural and linguistic diversity in India.

Another key challenge is the limited availability of low resource data with Indic languages signifi-
cantly under-represented in Common Crawl despite India (or Bharat) making up 18% of the global
population. For instance, Hindi, in spite of being the third most spoken, does not appear among the
top 20 languages [Buck et al.,|2014, [Penedo et al., |2023]. To enhance our model’s cross-lingual
generalization abilities, we translate the open-source multimodal training datasets into the 10 Indic
languages natively supported by the backbone LLLM. Developing this multilingual dataset is a sub-
stantial endeavor aimed at addressing the disparity between high-resource and relatively low-resource
Indian languages in the context of vision-language models.

In this paper, we present our multimodal LLM, which employs the Krutrim multilingual LLM
backbone [Krutrim| [2024]] in conjunction with a pre-trained visual image encoder [Dosovitskiy
et al., 2020]. FigurdI|demonstrates the multi-lingual capability of our model across major Indian
languages. A brief summary of our contribution is provided below:

* We introduce Chitrarth (Chitra: Image; Artha: Meaning), a Multimodal LLM model
which leverages images and language modalities for a range of visual tasks such as image
captioning, visual question answering in the multilinugal context. We further present optimal
training recipe including data composition and architecture configuration.

* We also present BharatBench, a comprehensive evaluation benchmark suite designed for
10 under-resourced Indic languages across 3 tasks, which we will make available to the
research community upon acceptance.

* Finally, we evaluate Chitrarth and prior baselines on both existing English academic datasets
as well as the proposed evaluation framework and demonstrate the effectiveness of our
model, using different training strategies and ablations, achieving SOTA results on 3 out of
5 English datasets and propose benchmark results on the derived multi-lingual datasets.

The remainder of the paper is structured as: Section [2] reviews recent related research on VLMs.
Section [3|provides a detailed description of our Chitrarth model with information about training data
mix in Sectiond] Section [5]introduces the BharatBench evaluation framework that we propose, while
Section [6] presents the experimental results. Finally, Section[7]offers concluding remarks.

2 Related Work

2.1 English-centric VLMs

Recent studies [Laurencon et al., 2024blal [Tong et al.,|2024] have investigated design strategies for
multi-stage training pipelines in contemporary VLMs. Typically, these models rely on pre-trained
LLMs; however, there are some exceptions where models are trained from scratch [|[Chameleon) 2024/
Lu et al., 2024b]. Prior works like Flamingo[Alayrac et al.l 2022] leverage a Perceiver Resampler
[Jaegle et al.| 2021] to inject visual features into the language model through cross-attention, pro-
moting quick adaptation to various tasks with few labeled examples. The LLaVA family models
[Liu et al., [2023] |2024], including LLaVA-1.5 and LLaVA-1.6, demonstrated intriguing multimodal
comprehension capabilities by integrating advanced language models with vision encoders through
visual instruction tuning. PaliGemma [Beyer et al., [2024]], optimized for tasks that require deep
integration of visual and textual data, is designed to excel in scenarios where English is the primary
language. Florence-2 [Xiao et al.| [2024] focuses on handling diverse tasks from simple text prompts
addressing the complexity of spatial hierarchy and semantic granularity. The Idefics family [Lau/
rencon et al., [2024bljal] is focused on substantially enhancing capabilities around OCR, document
interpretation and visual reasoning functionalities. CogVLM [Wang et al., 2023]] drives an intricate
fusion of language and vision features unlike other VLMs, which rely on the shallow alignment
method. PALI models [Chen et al.| [2022]] on the other hand explored contrastive pretraining and
higher resolution training for the VLM tasks.



‘ [Gujarati-English Trans: An old man, probably a saint, writes on a book with a
\ feather brush.]

" 58, 03093 3RS 363 BP 30,37 ‘
[Kannada-English Trans: What object is the person sitting on?]
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[Kannada-English Trans: That person is sitting on a red flower.]

‘/ b 1Y H R’ 8?2 ‘

L [Hindi-English Trans: What's in his hand?] )

[’ JTH U H T T & ‘
[Hindi-English Trans: He has a feather in his hand.]

"’ AT BT IV UEAT U 3Te? ‘
[Marathi-English Trans: Which bird's feather is in his hand?]
‘/ AT BTdTd HRTE U 3MTed.

[Marathi-English Trans: He has peacock feathers in his hands..] ‘

[ What is this image about? W
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[Telugu-English Trans: What color lower cloth is he wearing?] ‘

S0 &) 958 DX B0t STAHE M SBOD sy . A
[Telugu-English Trans: The person in the picture is wearing a yellow lower
cloth.]

The image features a man with a long white beard sitting on a flower, which is ‘
placed on a table. He is wearing an orange robe and appears to be writing on
a piece of paper. The man is surrounded by a serene and peaceful y
atmosphere, with a few birds flying in the background. The scene is a
Dbeautiful and artistic representation of the man engaging in his writing activity.

J \
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[Tamil-English Trans: What is the emotional tone of the film, and how is it expressed through visual elements?]
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ST DS, S AMHWITET LMHMILD MG WITET @LDElemevenl GLosuld auedmIGSIHmS!.

[Tamil-English Trans: It is also quiet. Visual elements that create this tone include a bearded man writing in a book, sitting in front of a large book, and sitting in
front of a large book. Additionally, the image of a man sitting in front of a book evokes a sense of knowledge and contemplation, which further emphasizes the

calm and peaceful atmosphere.] /
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[Malayalam-English Trans: Can you recognize any particular iconography or symbols in this image? What do they represent?]
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[Malayalam-English Trans: In the picture, a man with a white beard is sitting on a pedestal, writing on a piece of paper. There is a special symbol or
iconography in this scene: a peacock feather. The presence of peacock feathers indicates that the scene depicts a person of particular cultural or religious
significance. Peacock feathers are often associated with beauty, wisdom, and spirituality. The presence of this symbol indicates that the image depicts a person
from a particular culture or religion, perhaps a Hindu or Buddhist person, as peacock feathers carry symbolic significance in both of these religions.]

AN

[Bengali-English Trans: What is this person doing with a peacock feather?]
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TS FAH, JFMG ST U 1 NI AT NI B JFMG WIHE - BT FACRA |
[Bengali-English Trans: The person in the picture is holding a peacock feather, indicating that he may be in the process of writing or drawing something using it.
Peacock feathers are often used for artistic expression, especially in Indian art, where they hold symbolic and cultural significance. In this context, the person
may be creating a work of art, writing a message or expressing a specific idea using peacock feathers.]

Figure 1: Multi lingual capability of Chitrarth model across major Indian languages. For the
same underlying image, we present question-answer pairs in English and several Indian languages -
Gujarati, Kannada, Hindi, Marathi, Telugu, Tamil, Malayalam, and Bengali (in order). Questions are
highlighted in purple, and responses are shown in orange (provided with English translations). The
model accurately understands and identifies the ‘image of a saint writing a book with a feather’ and
correctly addresses related questions in different languages.




2.2 Multi-lingual VLMs

Qwen-VL [Bai et al.||2023]] is a multilingual VLM, trained on English and Chinese data, supporting
diverse instructions and multi-image context analysis. InternVL 1.5 [|Chen et al., [2024] proposed an
enhanced vision encoder and a superior bilingual dataset, i.e., English and Chinese. Phi-3 family
[Abdin et al., [2024] offer multilingual, multimodal, and long-context support in 11 languages,
including English, across the world but do not cover Indian languages. PALO [Maaz et al., 2024|]
is the closest VLM to our research, however supporting only 3 Indian languages Hindi, Urdu, and
Bengali apart from the other high-to-medium resource language offerings. To our knowledge, no
other open-source multimodal LLMs include low-resource Indic languages in the training mix. In
contrast, our work introduces a multilingual VLM system that supports ten Indian languages.
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Figure 2: Chitrarth model features a fully autoregressive architecture with a two-stage training
process. In Stage 1, the model is trained using images and their descriptions, aligning visual and
linguistic embeddings through image-caption pairs. In Stage 2, model is fine-tuned on multimodal
instruction-following and domain-specific academic datasets.

3 Chitrarth: A Multilingual Vision-Language Model

In this section, we outline the architecture of our proposed Chitrarth model. Chitrarth is an au-
toregressive VLM where the input image is tokenized into visual tokens, combined with textual
instruction tokens and fed into the large language model (LLM). Inspired by the versatile and widely
followed LLaVA [Liu et al.|[2023]2024]] framework, our model incorporates several key components,
as illustrated in Figure [2| where we use pre-trained Krutrim LLM [Krutrim| 2024] instead, as the
autoregressive multi-lingual LLM backbone.

For multimodal training, we start by encoding images using a vision encoder. The modality projection
layer (adapter/connector) maps the vision embeddings into the LLM embedding space, producing
a sequence of visual tokens. The multilingual LLM then generate responses based on these visual
tokens. The Krutrim LLM [Krutrim, [2024]] supports a context length of 4096 tokens, of which
576 tokens (14X14 patch size results in 729 tokens) are allocated for image representation after
the modality projection. We explore different configurations for the projection layer, including a
single-layer projection [Liu et al.| 2023} |2024] and a two-layer MLP vision-language connector with
non-linearity [Liu et al.l 2023|]. Additionally, we experiment with various vision encoders, including



the pre-trained CLIP ViT-L/14@336px [Radford et al.| 2021]] and SigLIP-SO400M [Zhai et al., 2023].
Our model is trained in multiple stages:

Stage 1: Pre-Training (PT) for Feature Alignment. In this stage, we conduct pre-training using
image-text pairs, with the projector layer being trained while keeping the vision encoder and LLM
fixed. Each sample is treated as a single-turn conversational instruction for tuning.

Stage 2: Instruction Tuning (IT). In this stage, we maintain the vision encoder in a frozen state,
following the approach used in LLaVA models [Liu et al.,[2023|2024]. However, unlike the previous
stage, we also update the weights of the LLM in addition to tuning the modality projection layer.
The objective of this stage is to develop a general-purpose multimodal agent (chatbot) capable of
comprehending and executing complex instructions across multiple conversational turns. We describe
the datasets used in both the stages in the next section.

4 Dataset

Figure [3]illustrates the language distribution of our data mix for both the training stages, which we
describe in more detail below:

Stage 1: For Stage 1 adapter Pre-Training (PT), we use the 1.2 million-sample ShareGPT4V-PT
dataset [Chen et al.l 2023|], which demonstrated consistent superior performance compared to other
PT datasets, such as LLaVA-Pretrain-LCS-558K [Liu et al., [2023]], in our preliminary experiments.
This dataset was subsequently translated into the ten Indic languages supported by the Krutrim
LLM. Specifically, we use the open-source model, IndicTrans2 [Gala et al., [2023] for this text-only
translation task. IndicTrans2 outperformed other translation services (Yandex, ChatGPT, Google
Translate, and Bard) in small-scale in-house qualitative human evaluation (win rates 93% and 80%
for Bengali and Marathi respectively). We ensure the pre-training data remained at 1.2M points, with
half of the data in English, and sample translations across different languages in an equal ratio to
create a balanced multilingual dataset. This approach was designed to preserve linguistic diversity
and computational efficiency, thereby ensuring robust performance in English while developing
capabilities in the Indic languages. The balanced dataset mitigates potential biases towards any single
language, fostering equitable performance across all supported languages.

Stage 2: The Stage 2 Instruction Tuning (IT) dataset is notably more intricate. The core element of
this dataset is the complete English version of LLaVA-1.5-665K [Liu et al.| 2024]]. Additionally, we
translate LLaVA-Instruct-150K [Liu et al.| 2023 into ten languages using the methodology outlined in
Stage 1. Our dataset also incorporates the Cauldron dataset [Laurencon et al., [2024bf], which includes
50 academic vision-language tasks along with its corresponding in-house translations. Furthermore,
we add a substantial collection of images reflecting Indian cultural diversity comprising prominent
personalities, monuments, artwork, culinary dishes, and more; transformed into multilingual pluralis-
tic instruction tuning data, analogous to the open-source English-based LLaVA-IT datasets. Lastly,
our dataset features high-quality, text-only English proprietary data. The final composition of the
dataset includes approximately 880K English and 90K samples in multiple languages, ensuring a
balanced and diverse dataset. This comprehensive range of content supports the development of a
model capable of generating and understanding complex descriptions across various domains and
visual scenarios, thereby enhancing its reasoning capabilities.

5 BharatBench Evaluation Suite

Although recent efforts have advanced text-only multilingual evaluation [[Ahuja et al., [2023] [Singh
et al.| 2024], there is still a lack of evaluation framework for multimodal multilingual scenarios. We
introduce BharatBench, a benchmark designed to assess the image understanding capabilities of
multilingual Vision-Language Models (VLMs). Expanding upon LLaVa-Bench (In-the-Wild) [Liu
et al., 2023, initially adapted for Hindi and Bengali by [Maaz et al., 2024, we further broadened the
benchmark to cover eight additional low resource languages. This extension now forms part of our
comprehensive benchmark suite. Furthermore, we include translated versions of prominent VLM
evaluation datasets, such as MM Vet [Yu et al., 2023]] and POPE |[Li et al.,|2023]] covering all ten
languages in our study, in addition to English.



® English © English

® Hindi ® Hindi
Bengali Bengali

© Marathi © Marathi

© Tamil ® Tamil

® Telugu ® Telugu
Gujarati » Gujarati

© Kannada * Kannada
Malayalam Malayalam

© Assamese » Assamese
Odia Odia
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Figure 3: Language distribution in data mix. (a) Stage 1 data consists of 1.2M ShareGPT4V in the
original English version (650K) and remaining Indian language translations (65K each) (b) Stage 2
data involves 879K samples in English and 88K for each respective language, discussed in Sectionﬂ

In essence, we intentionally chose to extend existing benchmarks through translation, which not only
facilitates the creation of valuable multi-way parallel data but also addresses data scarcity issues
and leverages the inherent quality of established evaluation frameworks [[Singh et all 2024]. This
methodology enhances our ability to evaluate and advance multimodal models in a multilingual
context. We followed similar guiding principles while creating the training datasets described earlier.

6 Experiments

6.1 Implementation

We use PyTorch [[Paszke et all,[2019] based HuggingFace Transformers [Wolf et al.,[2019] for our

experiments. Our Stage 1 and 2 tuning use hyperparameters consistent with those of the LLaVA
model [2023]], unless otherwise specified. Particularly, we train the model for 1 epoch in
both the stages with an overall batch size of 256 in Stage 1 and 128 in Stage 2. We used cosine LR
scheduler with Adam optimizer and a learning rate of 2e-3 and 2e-5 in both the stages respectively.
We consider IDEFICS 2 [Laurengon et all), [2024b] and PALO [Maaz et al., [2024] as respective
English and multi-lingual baselines and report results from their published work. All our models are
trained on 8 x H100 GPUs which takes around 8 hours for Stage 1 and 18 hours for Stage 2 tuning.

6.2 English academic benchmarks

We also evaluate our model using a range of English academic benchmarks, including VQA-v2
2017 and GQA [Hudson and Manning| 2019] for visual perception, VizWiz [Gurari et al.,[2018]

for zero-shot generalization on questions posed by visually impaired users, and TextVQA

2019] for text-rich visual question answering. We also use POPE 2023] to assess
hallucination tendencies, MME [2023]] for yes/no question responses, and LLaVA-Bench

(In-the-Wild) [Liu et al.| 2023]] and MM- Vet 2023 for visual conversation capabilities.

Evaluation scores are reported following prior works.

Bench Telugu Hindi Bengali Malayalam Kannada Assamese Tamil Marathi Gujarati Odia English
POPE 799  78.68  83.24 85.29 85.52 55.59 83.28 79.17 84.75 82.03 87.63
LLaVA-Bench  54.8 515 53.7 555 58.1 59.1 58.3 52.80 55.90 62.80 67.90
MM Vet 4376  38.85 3324 25.36 46.19 37.29 3431 40.96 39.03 19.67 30.49

Table 1: Performance of Chitrarth on BharatBench Evaluation framework. Our model is unique
in its ability to handle all included languages, setting a baseline for future research.

6.3 Results

On the English academic datasets, our model depicts State-of-the-art (SOTA) results for POPE,
VQAV2 and GQA compared to the baseline models, while remaining competitive on TextVQA and
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2. Occasion to wear 3. Sleeve length 4. Hemline 5.

Extract following attributes of the given cloth: 1. Neck type
Dominant colour

1. Neck type: The neck of the dress is scooped.
2. Occasion to wear: The dress is suitable for a casual
occasion or a party.
3. Sleeve length: The dress has long sleeves.
4. Hemline: The hemline of the dress is rounded.
5. Dominant colour: The dominant colour of the dress is
pink.

What is this Ul about?

@

Your statistics

The Ul is a screen displaying a person's meditation
statistics. It shows the number of minutes spent
meditating, the number of meditation sessions, and
the number of points earned. The screen also
includes a bar chart to visually represent the data.
Additionally, there is a picture of a person's head,
possibly the user, and a small image of a man in the
top right corner of the screen.

[ Explain individual details.

1. Number of minutes spent meditating: This indicates the total amount of time the
user has spent meditating.
2. Number of meditation sessions: This shows the number of times the user has
meditated.
3. Points earned: This represents the user's progress and achievements in their
meditation practice.
4. Bar chart: This visual representation of the data helps the user understand the data
better by showing the distribution of the meditation minutes, sessions, and points.

This is a CC camera feed.
Pls give following values.

1. Accident /non accident
2. Severity
3. Vehicles involved

caM 101010
307.2 5.6

1. Accident

2. Severity: High

3. Vehicles involved: Cars, motorcycles, and a person on a
scooter

(F)

Figure 4: Multilingual VLM Capabilities. Our model demonstrates robust performance across
various languages in: a) Creative writing, b) Fine-grained attribute extraction, ¢) Explaining scientific
diagrams, d) Screen reading/OCR, e) Anomaly and hazard detection, and f) Real-time accident and
incident monitoring.
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MM-Vet

LLaVA-Bene}
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— PALOTB

LLaVA-Bench-Hindi LLaVA-Bench-Bengali

Figure 5: Performance against SOTA VLMs on different academic multimodal tasks. Our model
consistenly outperforms IDEFICS 2 (7B) and PALO 7B on different benchmarks while remaining
competitive on TextVQA and Vizwiz.

‘This painting is a famous example of Mughal art, created during the.

Chitrarth Indira Gandhi reign of Emperor Akbar in the 16th century.

Figure 6: Performance on images with Indian context. Chitrarth is able to better understand the
images of Image context such as the prominent lady figure (Late Indian Prime Minister Indira Gandhi)
in left as well as historical artwork compared to generic and incorrect responses from GPT-4o.

Vizwiz (see radar graph in Figure[5). On the LLaVA-Bench (Bengali) our model outperforms the
multi-lingual baseline PALO and achieves SOTA results of 53.7 points. Table[I]presents results on
BharatBench across various languages, demonstrating that ours is the only model capable of handling
all included languages, establishing baseline results for future research. Figure @] showcases selected
outputs from our top-performing Multimodal LLM across various languages. The model excels in
tasks such as creative writing, fine-grained attribute extraction, explaining scientific diagrams, and
screen reading/OCR, while also demonstrates strong capabilities in anomaly and hazard detection, as
well as real-time accident and incident monitoring. In our manual qualitative evaluation, we observe
that our model is able to better understand the images of Indian context such as the prominent lady
figure in Figure[6] compared to generic and incorrect responses from GPT-4o. This could be attributed
to the inclusion of high quality culturally rich images in Stage 2. A further quantitative analysis
around this would be interesting but out of scope of this work.

We conducted an ablation study evaluating various vision encoders and found that Sigl.IP-SO400M
consistently outperforms CLIP ViT-L/14@336px across all English benchmarks, achieving faster
convergence (see Figure [7]). Notably, SigLIP-SO400M yields improvements of 11 points on
TextVQA and 13 points on LLaVA-Bench compared to CLIP ViT-L/14@336px. Figure [§|explores
the impact of multilingual training data on the English academic benchmarks. We compare our
model’s performance when trained with only English, bilingual, and multilingual data across both
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Figure 7: Ablation on visual encoder choice. a) SigLIP as the vision encoder consistently performs
better than CLIP in the same training regime. b) SigLIP based model also achieve faster convergence
as depicted in Stage 1 loss curve. Stage 2 follows a similar pattern.
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Figure 8: Impact of Multi-lingual training Data. Expanding the number of languages in the training
data enhances multilingual capabilities but results in decreased scores on academic English datasets.

stages. Consistent with the findings of [Scao et al.l 2022], expanding the range of languages in the
training data improves multilingual capabilities but leads to decreased performance on academic
English datasets. This underscores a key challenge in balancing cross-lingual performance.

7 Conclusion

This paper presents Chitrarth, a multilingual multimodal LLM that is able to have image grounded
conversations in English as well as across multiple Indian languages. Our model encodes images
using a pre-trained vision encoder [Dosovitskiy et al.,[2020] and autoregressively generates response
using a pre-trained multi-lingual LLM. Empirically, our model outperforms previous baselines for
different multimodal tasks. As part of this work, we also introduce BharatBench, a multimodal
evaluation framework and provide benchmark results for low resource languages. We anticipate that
our research will significantly contribute to the advancement of VLMs for Indian languages, thereby
providing substantial benefits to a population exceeding one billion people.

Limitations and Future Work: We use an automated translation pipeline for creating multi-lingual
training data which may introduce biases from large language models (LLMs), potentially leading to
misrepresentations of cultural symbols and gestures, impacting content accuracy. Addressing these
biases requires additional evaluation and targeted training, which we plan to address in the future work.
Building on our promising results across 10 low-resource languages, we plan to broaden the language
scope in the future research to enhance linguistic diversity and inclusivity in our Vision-Language
Models (VLMs). In our current training pipeline, we keep the vision encoder frozen throughout both
training stages. However, recent research [[Laurengon et al.,[2024b), [Tong et al,[2024]] suggests that
unfreezing the vision encoder could enhance representation learning. We plan to investigate this
approach in future work with higher resolution vision encoders, along with expanding our model’s
ability to interpret multiple images within a conversational context.
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paper’s contributions and scope?
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Justification: We cover the claims in different sections of the paper.
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e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.
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Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We provide Limitations in the final section of the paper
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* The answer NA means that the paper has no limitation while the answer No means that
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violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
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* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
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* While the authors might fear that complete honesty about limitations might be used by
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Justification: We back all assumptions with the related research in the field as well as provide
empirical results and hypothesis whenever suitable.
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* The answer NA means that the paper does not include theoretical results.

 All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide empirical results as well as implementation details in the main
paper.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer:

Justification: Currently, we don’t make any claims about open-sourcing data or code.
However, we will release the evaluation framework upon acceptance.

Guidelines:

» The answer NA means that paper does not include experiments requiring code.

¢ Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide all the necessary information about the splits and hyperparameters.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

 The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer:

Justification: In our work, we dont calculate statistical significance for our experimental
results and follow the previous literature in reporting results.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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Experiments Compute Resources
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Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: We follow CoE in our research.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: Our work discusses the broader impacts related to developing the Al system
for low-resource languages and targeting more audience.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: We dont promise in our current setup the complete release of data or models.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We either use publicly available licensed academic datasets or proprietary
dataset and models.

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: We have provided the necessary information.
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and Research with Human Subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: We dont use any human subjects as part of this work.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: We dont use any human subjects as part of this work.
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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